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ABSTRACT: We present a qualitative analysis, based on ab initio molecular dynamics (MD) calculations, of the SN2/
ET mechanistic spectrum for three reactions: (1) HC(CN)=O.� � CH3Cl, (2) HC(CN)=O.� � (CH3)2CHCl and (3)
H2C=O.� � CH3Cl, passing through their SN2-like transition states. Finite temperature (298 K) direct MD
simulations indicate that the trajectories for reaction (1) appear to have a propensity towards SN2 products, the
propensity for trajectories for reaction (2) seems to be towards ET products, whereas trajectories for reaction (3)
appear to show no particular propensity towards either ET or SN2 products. The mechanistic diversity is consistent
with the electron-donating ability of the ketyl species and steric bulkiness of chloroalkanes. We find that the
trajectories have characteristics that reflect strongly the types of process [SN2 trajectories in reactions (1) and (3) vs
ET trajectories in reactions (2) and (3)]. Trajectories that lead to SN2 products are simple with C—C bond formation
and C—Cl bond breaking essentially completed within 50 fs. By contrast, trajectories leading to ET products are more
complex with a sudden electron reorganization taking place within 15–30 fs and the major bonding changes and
electron and spin reorganizations completed after 250 fs. Copyright  2003 John Wiley & Sons, Ltd.

KEYWORDS: direct molecular dynamics simulation; MO calculations; borderline mechanism; electron transfer;
SN2; transition state
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An organic reaction that proceeds via an intermediate
mechanistic region between two extremes is called a
borderline reaction. Aliphatic nucleophilic substitution
reactions are one such example: the substitution of a
primary substrate occurs via an SN2 mechanism whereas
a tertiary substrate reacts through an SN1 mechanism,
while reactions involving secondary substrates, such as
isopropyl halide, proceed with intermediate mechanistic
characteristics (see, e.g., Ref. 1). Electron transfer (ET)
reactions and polar nucleophilic substitutions have also

borderline mechanistic regions depending on the donor/
acceptor combination (for mechanistic crossover for
SN2/ET dichotomy, see Ref. 2). The experimental study
by Kimura and Takamuku (Scheme 1) on an intramol-
ecular reaction of carbonyl radical anion and haloalkane
provides an example of such SN2/ET borderline reac-
tions.3 Here the radical anions of 1-benzoyl-�-halo-
alkanes generated by pulse radiolysis gives two different
products; one is characterized as an ET product and the
other as an SN2 product. The product ratio varies with the
methylene chain length, the identity of the halogen
leaving group, and the solvent. An interesting observa-
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tion regarding these reactions is that the rate of the
product formation is identical for the two products and
correlates well with the reduction potential of the
substrate, whereas no simple linear relation exists
between the rate of the reaction and the product ratio.

The analysis of the mechanism of borderline reactions
is not straightforward. There are several experimental
criteria1 that can be used to assign the mechanism, but all
of these criteria simply show that borderline reactions
exhibit intermediate character between the two extremes.
Hence the answer to the mechanistic problem is difficult
to obtain through experimental studies that give only a
macroscopic picture of the reaction, i.e. an average of
microscopic events. The reaction may proceed via two
concurrent routes, SN2 and SN1, or SN2 and ET, and the
experimental observation is an average of such indepen-
dent processes. As for SN2/ET borderline cases, there is
computational evidence that two types of transition states
(TS) exist: SN-like TSs and ET-like TSs.4 The relative
energy between these two types of TS varies with the size
and type of the substituent groups and with the halogen,
and the energy differences can be very substantial (up to
1 eV).4b Very importantly, however, the SN-like and ET-
like TSs appear to lie in very distinct parts of phase
space.4b Additionally, there is much computational
evidence that the SN-like TS appears to be of ‘inter-
mediate’ character and appears to lead to both SN

products and ET products.4–7 A question arises then as
to how the two different types of products are formed
through the single SN-like TS of intermediate character.

Ab initio MO calculations of SN2/ET bifurcation in the
formaldehyde radical anion and methyl chloride system
(Scheme 2) have been reported by two groups.4,5 Two
pathways are envisaged: an SN2 mechanism involving the
carbonyl carbon atom to give the C-substitution product
directly, and an ET mechanism to give neutral aldehyde,
CH3 radical and Cl�, which eventually gives the C-
substitution product. One well-characterized TS structure
of SN2 character was obtained, as shown in Fig. 1 (3),
with the reaction coordinate consisting of an asymmetric
C—C—Cl stretching motion. An intrinsic reaction
coordinate (IRC) analysis by Bertran et al.4 indicated
that the TS was connected to the C-substituted SN2
product. Shaik and co-workers5a,c reported that the
steepest descent path connects the TS to the ET product.
In Shaik and co-workers’ work the origin of the different
mechanistic assignment for the TS was analyzed on the
basis of the potential energy surface at the UHF/6–31G*

and ROHF/6–31G* levels of theory.5c,d They observed
that the reaction path descends from a broad saddle point
to a flat ridge that separates the SN2 and ET products.
After entering the flat ridge region, the path bifurcates to
the two product states.5 Although another TS structure of
ET character exists,4 that lies noticeably in a very distinct
part of phase space, the fact remains that the SN2-like TS
yields to a bifurcating behavior.4,5,7

Shaik et al. also reported that the reactions of a series
of chloroalkanes with cyanoformaldehyde radical anion
belonged to an SN2/ET mechanistic spectrum (Scheme
3).5c The reaction of cyanoformaldehyde radical anion
and CH3Cl or CH3CH2Cl gave the SN2 products, whereas
the same radical anion yielded the ET products with
(CH3)2CHCl and (CH3)3CCl, and thus a mechanistic
changeover occurred between reactions with CH3CH2Cl
and (CH3)2CHCl. Another series of reactions of HYC=O
radical anions with CH3X (Y = H, CH3, CN; X = Cl, Br,
I) again showed that the mechanism changed from SN2 to
ET depending on the donor/acceptor combinations.5e

Overall, the reactions of aldehyde radical anions with
haloalkanes constitute an SN2/ET mechanistic spectrum
with a borderline region between the two mechanistic
extremes.

The analysis of the electronic structural character of the
reactive system during the course of a reaction, in
particular borderline reactions, represents a challenge.
Charge and spin transfer and localization change with the
molecular structure along the reaction pathway. In turn,
these electronic effects are what determine the forces on
the atoms and thus the reaction pathway and mechanism. In
addition, the electronic structure of the reacting solute and
its energy are affected by the finite temperature motion of
the solvent molecules and the energy exchange between
the solute and the solvent. Thus, the true mechanistic
assignment ought to be done on the basis of finite
temperature dynamics rather than of 0 K dynamics.5c,d,6

Such dynamics calculations should be carried out on
quantum mechanical potential energy surfaces, for exam-
ple using the HF/6–31G* level of theory or higher levels,
ideally with an explicit account of solvent molecules. This
is the approach that we used in the present study.

We and others have reported earlier on ab initio
molecular dynamics (MD) simulations7 on the proto-
typical borderline SN2/ET reaction of the formaldehyde
radical anion with methyl chloride. One of the observa-
tions from this earlier study was that the finite
temperature simulations yield both types of products.4,5

The ET/SN2 dichotomy through the SN2-like TS is not an
artifact of the IRC vs steepest descent path characteriza-
tion. Here we have extended this work to a broader set of
systems. We report the results of MD simulations for
three substituted analog reactions of HYC=O.� � RCl
with (1) Y = CN, R = CH3, (2) Y = CN, R = (CH3)2CH
and (3) Y = H, R = CH3, and analyze the effect of
substituents and of the temperature. In ab initio direct
MD calculations, the energies and forces of the system at
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each time step are computed by a given ab initio MO
method and the forces are used to solve Newton’s
equation of motion. The reliability of the MD simulations
(and for that matter also of IRC analyses) depends very
much on the qualitative and quantitative descriptions of
the forces. The MD simulations differ from MO-based
calculations in that the MD simulations give a dynamic
picture of chemical reactions at a given temperature, in

contrast to the zero-kinetic energy and classical picture
provided by MO calculations of an IRC. Ab initio MD
simulations are still expensive at the present stage of
computational capability, and it is a challenge to perform
such studies to analyze mechanistic problems that can not
be approached by other means.8,9 The key issues that we
addressed in the present study are: (i) whether the SN2
and ET products are formed mutually exclusively or not
via the common SN2-like TS structure in the borderline
reaction and (ii) how the trajectories in the borderline
region differ from those in the extreme regions (SN2
products only and ET products only).

The process of switching over from an SN2-like to an
ET-like product during the course of a single trajectory is
suggestive of two quasi-diabatic surfaces coming close
together in the region of the cross-over, one for the SN2
product and the other for the ET product. The proximity
of these two surfaces suggests that the reactive system
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may undergo one or several non-adiabatic excursions on
to an ET surface during the reaction on the lower SN2
surface before falling into either of the product channels.
The occurrence of such excursions may have significant
qualitative and quantitative effects on branching mech-
anisms and branching ratios. A complete dynamic
description of reactions with non-adiabatic excursions
would require a treatment by means of non-adiabatic
trajectory methods.10 Such a treatment is not included
here, albeit it should be the subject of further investiga-
tions. It would be interesting to see how much non-
adiabatic excursions would alter the qualitative character
of the trajectories described below. It is noticeable that
the ET ‘transition states’ determined in Ref. 4b show an
energy cusp traditionally associated with non-adiabatic
processes. Non-adiabatic effects are likely to be even
more important in these regions of phase space. The
present study did not include non-adiabatic effects and
can serve as a starting picture for more complete
treatments in the future.

'%�,&#�#!%"�- �.#�%�(

The classical nuclear trajectories were integrated from
the energy and forces calculated by the MO method using
a fourth-order Gear predictor–corrector algorithm,11 and
time steps of 0.5 fs were used (unless noted otherwise) to
insure numerical accuracy, in particular in dealing with
the high-frequency vibrational motions (CH stretches).
We adopted a velocity re-scaling algorithm similar to the
constant-temperature algorithm of Berendsen et al.12 to
mimic the solvent effects. These authors devised their
algorithm to model the solute–solvent thermal exchange
in an equilibrium solvation regime. They suggested a
solute–solvent relaxation time of � = 50 fs as a mid-range
value. In the present situation the system is in a non-
equilibrium solvation regime, with the kinetic energy of
the system quenched by the solvent as the system evolves
down the reaction path. In a study that presents some
similarities with the present work, of the relaxation
dynamics of electronically excited formaldehyde in
water, Levy et al.13 reported that the formaldehyde
solute cools at a rate of �7 kcal mol�1 (1 kcal = 4.184 kJ)
per picosecond, early during the relaxation. We carried
out preliminary calculations that indicated that a similar
cooling rate for the system at hand is obtained with a
relaxation time �� 2000 fs using the velocity re-scaling
algorithm of Berendsen et al.12 We view such an
algorithm as providing a reasonable and required mimic
of solvent quenching for this reactive system.

All simulations were started from the given TS
structures with initial velocities for each atom randomly
generated according to a Maxwell–Boltzmann distribu-
tion, with the total kinetic energy of the system consistent
with the simulation temperature. The proper treatment of
the quantization of the nuclear vibrations in dynamics

simulations continues to be a challenge.14 In correct
treatments of chemical dynamics the trajectories should
maintain (possibly varying) quanta of vibrational energy
(possibly zero-point energy) in the vibrational modes,
starting with the initial conditions.15 However, classical
dynamics loses track of the vibrational quantization as
soon as the trajectory is started, and it is often found that
too much of the ZPE energy (over 40 kcal mol�1 for the
ketyl anion � chloromethane system) flows from the
transverse modes into the reaction mode of the system,
leading to unrealistic dynamics. A commonly used
approach for large systems is to assign initially the
atoms with a Maxwell–Boltzmann distribution of velo-
cities. By assigning only a small amount of kinetic energy
to any and all modes, a Maxwell–Boltzmann distribution
of velocities yields a narrower range of motions than do
distributions accounting for the zero-point energies in the
modes. For stiff modes the thermal energy is much less
than the ZPE of each of these stiff modes, and therefore
the systems vibrates only very slightly along these
modes. For the soft modes that in fact are not harmonic
in character, it is appropriate to assign them a thermal
amount of vibrational energy. Overall the initial vibra-
tional energy resulting from a Maxwell–Boltzmann
distribution consistent with a 300 K temperature is small
enough that there is essentially no opportunity for the
vibrational energy to flow excessively into the reactive
mode or any other mode. Stiff modes are treated as if the
atoms stayed around the equilibrium position in these
modes on average, whereas the soft modes with large
amplitude are provided the opportunity to have a wide
range of motions. For these reasons, the simulations
carried out for this study were based on Maxwell–
Bolzmann distribution of the random initial atomic
velocities. We believe that this is the most appropriate
choice for the qualitative characterization that we seek, in
contrast to a quantitative calculation of rates and
branching ratios.

We performed 10 simulations for reactions (1) and (2)
and 51 simulations for reaction (3) at 298 K in order to
see whether the given TS leads to the SN2 or ET product
for each reaction system. The same numbers of
trajectories were also calculated at different temperatures
(100 and 400 K) to see the effect of the reaction
temperature. The MO calculations were carried out at
the UHF/6–31 � G* level of theory, unless noted
otherwise. Diffuse functions were included in the basis
set because of the anionic species. This basis set was
shown to give reasonable results both in geometry and
relative energy for the species under consideration here.5b

The ROHF/6–31 � G* and CASSCF/6–31 � G*
methods were also used for reaction (3). These levels
of theory are sufficient to obtain qualitatively reliable
descriptions of the classical reaction dynamics. The
CASSCF method includes all the electron configurations,
including spin-recoupling configurations, and better
describes bond breaking and bond formation.
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The limited number of trajectories calculated does not
permit us to quantify branching ratios in any way.
However, we are in a position to observe common
qualitative features among the trajectories. Some of the
simulations were also repeated at 50 and 10 K for reaction
(3). In all reactions, the simulations moved either toward
the reactant state or the product state, and only
representative results are shown in this paper because
the trajectories are essentially the same when they go to
the same product type. Finally, it is possible that some of
the trajectories may have crossed and/or re-crossed the
transition state region, or crossed over from one bifurcat-
ing path to the other path down the reaction trajectories, as
occurs in reality. We did not attempt to characterize such
phenomena. Quantification of reaction rates and branching
ratios would account for these processes. They are beyond
the scope of this work, since we are not in a position to
carry out such a quantification, owing to the limited
number of trajectories. The program package of HONDO
2002 was used for the ab initio MD calculations.16
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The stationary structures determined by the ab initio MO
calculations at the UHF/6–31 � G* level are summarized
in Fig. 1. The stationary structures were reoptimized
starting from the structures at similar levels reported in
the literature.5b,d The MO calculations were carried out
by using the Gaussian 94 suite of programs.17 In all cases
the reactant complexes show some interaction between
the aldehyde oxygen and the carbon reaction center. The
TSs are 9–26 kcal mol�1 higher in energy than the
reactant complexes. The barrier is higher for the
HC(CN)=O radical anion since this species is more
stable and a weaker nucleophile (electron donor) than the
H2C=O radical anion. All three TS structures have
characteristics of SN2 reactions, with the asymmetric
motion of the C—C—Cl unit dominating the reaction
coordinate. The TS for reaction (2) is looser than that for
reaction (1) and the C—C—Cl angle differs from 180°
owing to steric effects. The TS for reaction (3) is more
reactant-like than that for reaction (1), in accord with
Hammond’s postulate.18

�'/'"01%
+� � '� '�+ Ten trajectories were generated

starting from the TS structure of reaction (1) with random
initial velocities at 298 K. It was found that three of the
trajectories went to the reactant state, and seven reached
the product state. Figure 2 contains the results of one of
the simulations that lead to the product state. The changes
in the potential energy [Fig. 2(a)] and in the C—Cl, C—C
and C—O bond lengths [Fig. 2(b)] for 400 fs indicate that
the C—C bond formation and the C—Cl bond breaking
occur in a concerted manner soon after the system leaves

the TS. The substitution is essentially completed within
40–50 fs and the H(CN)CCH3O radical and the chloride
anion move away thereafter. The snapshot structure
obtained after 400 fs shown in Fig. 3(a) clearly illustrates
that the TS leads to the substitution product. Thus, the
result of the dynamics simulation agrees with the MO
calculations, in that the TS is connected to the SN2
product state. Changes in charge and spin density are
consistent with the SN2 process: a unit charge appears on
Cl� and a unit spin density on the carbonyl oxygen.

�'/'"0'1%
+� � /'� 0�'�'�+ The mechanistic assign-

ment from the MO calculations for this reaction
suggested that the reaction may fall in a borderline
region (the steepest descent path connects the TS to the
ET product whereas the IRC leads to the SN2 product, just
like the reaction of H2C=O radical anion with CH3Cl).5d

In the present MD study, some of the trajectories were
observed to go backwards to the reactant state while
others went forward to the product state. At 298 K, all
forward trajectories reached the ET product. The snap-
shot structure [Fig. 3(b)] obtained after 400 fs in one of
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these trajectories clearly shows that this is the ET
process. On the other hand, at the lower temperature
(100 K) trajectories gave the SN2 rather than ET product.
In spite of the limited number of trajectories calculated,
we interpret this finding as an example of mechanistic
changeover with temperature.

Figure 4 shows the results of one trajectory starting
from the TS of reaction 2 at 298 K. It is observed that
along the trajectory the C—Cl bond breaks while the
C—C bond length becomes short during the earlier
phases of the reaction and then larger during the later
phases. The variation of the C—C bond length is
consistent with the recoil mechanism proposed by Shaik
and co-workers5b–d on the basis of their path-following
analysis. Because there is a considerable interaction
between the formaldehyde carbon and the reaction
carbon center in this ‘bound’ ET TS6 and also because
the reaction-coordinate vibration consists of the C—C
bond formation together with the C—Cl bond breaking
mode, it is reasonable to expect that the C—C bond
becomes short at the early stage of the trajectory. Then, as
the reaction proceeds, the two carbons start to separate

due to a larger steric interaction and the higher radical
stability of the isopropyl group. Thus, the driving forces
to form the C—C bond are weaker for this reaction
system than for reaction (1). As the reaction proceeds, the
charge on the aldehyde group becomes zero and a unit
charge becomes localized to form the chloride ion, Cl�.
A unit spin density moves from the aldehyde moiety to
the (CH3)2CH group. Although it takes nearly 200 fs for
the overall reaction to complete, the charge and spin
reorganizations occur at an early stage of the reaction
within 10–15 fs. This rapid electronic reorganization is a
manifestation of an electron transfer event during the
reaction. After the electron reorganization, the spin
density on Cl stays constant near zero whereas on
(CH3)2CH it varies from 0.80 to 1.00. The variations of
the spin density on the HC(CN)=O substructure are
noticeable, the total spin density nearly equals zero, yet
the � and � spins tend to separate, one on CHCN moiety
and the other on O atom, akin to a diradical character
within the molecule. This implies that an orbital
interaction exists between the isopropyl carbon and the
carbonyl carbon during the time span in which the two
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fragments stay close together. Such spin separation
diminishes when the C—C atomic distance becomes
3.5 Å or larger. It is seen that the spin densities on the
aldehyde moiety oscillate with a period of about 20 fs, in
perfect synchronism with the C—O stretching period.
Indeed, 20 fs corresponds roughly to a frequency of
1700 cm�1 of a carbonyl bond-stretching vibration.

��'1%
+� � '� '�+ The ab initio MD simulations on

borderline reaction (3) generated trajectories that, starting
from the TS, moved toward three different states. At
298 K, out of 51 trajectories calculated, 36 trajectories
went to the SN2 product state and three led directly to the
ET product state in addition to 12 trajectories that went
back to the reactant state. It is interesting that four out of
36 trajectories toward SN2 went over to the ET product
state after staying some time in the SN2 valley. This
turnover process is apparently due to excess energy
residing in the C—C stretching mode after the trajectory
reached the SN2 valley.7c Snapshot structures obtained
after 400 fs of SN2 and ET trajectories are shown in Fig.
3(d) and (e), respectively.

The trajectory leading to the reactant state is a simple
one, in which CH3Cl and formaldehyde radical anion are
generated in 30 fs. The fluctuations observed in the
C—Cl distance and the group charges have a periodicity
of about 50 fs, which corresponds to ca 670 cm�1 of the
C—Cl stretching vibration.20 The frequency of the poten-
tial energy fluctuation is twice of that of the C—Cl
distance because the potential energy goes through a
minimum twice per each stretching vibration. The
snapshot structure obtained after 100 fs [Fig. 3(c)] is
similar in nature to the reactant complex determined in
the MO calculations (0 K) (Fig. 1), with the interaction of
the carbonyl oxygen with the methyl carbon being the
major interaction between the two fragments.

One of the trajectories that go to the SN2 product is
shown in Fig. 5. The trajectory looks remarkably similar
to that observed for the SN2 process of reaction (1) (Fig.
2). This finding indicates that, at least in the present
system, the SN2 reaction pathway in a borderline mech-
anism is similar to a plain SN2 pathway, although the TS
lies earlier on the reaction path for the borderline reaction.
The only difference between the two trajectories is seen in
the variation of the spin density on the CH3 group, which
appears for reaction (3). This may be due to a stronger ET
character for the borderline process [reaction (3)] than for
the SN2 process [reaction (1)].19,20 The spin contamina-
tion is small (�S2� � 0.77) at the TS, then it increases to
a maximum of 0.88 at 40 fs, and decreases to �0.76 at 50
fs. The time span of the trajectory matches the interval
where rapid spin reorganization within O=CH2—CH3

occurs. The large spin contamination may cast some
doubt on using the UHF method in the simulation.
However, calculations using the CASSCF method gave
nearly the same trajectory.

Figure 6 shows the one trajectory within the calculated

set of trajectories that goes to the ET product. Here again
the trajectory looks basically the same as that observed
for a ‘pure’ ET process as in reaction (2). Thus the ET
process in the borderline reaction has similar charac-
teristics to the process of a pure ET mechanism. One
difference is that the electron reorganization is sharper
here in reaction (3) than in ET reaction (2). This
difference may be related to the tighter TS and hence to
the stronger interaction between the fragments in reaction
(3) compared with reaction (2).

It is noticeable from the comparison of the SN2 and ET
trajectories of reaction (3) that the two classes of
trajectories showed different characteristics in the varia-
tion patterns for the bond distances, group charges and
spin densities, and this already immediately after the
reaction moves away from the TS. For example, the C—
C bond length decreases and the C—Cl bond length
increases immediately after the trajectory starts to leave
the TS in the SN2 process, whereas both bonds increase
only slightly for the first 30 fs and then start to change in
the ET process. This difference indicates that the fate of
the trajectories is determined by the crossing at the saddle
point as a result of the initial random velocities of the
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simulations. Although the reaction coordinate crosses the
saddle point along the steepest descent path, it is only one
of an infinite number of ways of passing the saddle point
in a real reaction with sufficient thermal kinetic energy.
This observation also supports the idea that mechanistic
assignments by means of path-following analyses have
limitations in borderline reactions.

&�) �� $%�) �����������+ According to the potential
energy mapping by Shaik and co-workers5c,d for reaction
(3), the reaction path descends from a broad saddle point
to a flat ridge that separates the SN2 and ET products. On
the UHF potential energy surface the steepest descent
path is connected to the ET product state, whereas the
IRC path leads to the SN2 product state. In contrast, at the
ROHF level of theory, the TS was shown to be connected
to the ET product state on both the steepest descent path
and the IRC path, and the TS was assigned as the ET
TS.5c,d Since we found that trajectories from the TS lead
dynamically to both the ET and SN2 product states at
UHF, it appeared informative also to carry out MD
simulations on the ROHF potential energy surface. Thus,

we repeated four simulations with ROHF as the MO part
of the MD simulations, but using the same initial
conditions as in the UHF cases. These were simulation
1 (ET product when using UHF), simulation 2 (SN2
product when using UHF), simulation 3 (SN2 product
when using UHF) and simulation 4 (reactant state when
using UHF). A detailed comparison of UHF and ROHF
structures and energies for some of these systems was
given by Sastry and Shaik.5b The structural parameters of
the key structures at these levels of theories and, as found
by us also with the CASSCF level of theory, were in good
agreement with structures obtained with electron correla-
tion theories such as MP2 and QCISD.

The simulations at the ROHF level of theory gave
slightly different results from those at UHF. Specifically,
simulation 2 turned out to now lead to the ET product
state rather than to the SN2 product. The products of the
other three simulations turned out to be the same for both
MO methods. The inclination toward the ET product state
with the ROHF method is consistent with the difference
in the potential energy surface arising from the two
methods, i.e. the stronger spin coupling in the ROHF
method. The important finding, however, is that even
with the ROHF theory the single TS leads dynamically to
both ET and SN2 product states. Clearly, the MD
trajectories with excess kinetic energy can overcome a
small barrier on the way to the SN2 product state. It
should also be noted that, except for the fact that the spin
separation detected in the ET trajectory at the UHF level
(Fig. 6) does not occur at the ROHF level, the ET and SN2
trajectories using ROHF are essentially the same as the
corresponding trajectories using UHF.

#�4	
���	� �� ����		�� �	��	���	�+ Since the
behavior of trajectories depends on the kinetic energy,
it is of interest to carry out simulations at lower
temperatures and to examine whether the trajectories in
a lower temperature regime agree with the path-following
results. As we have discussed in a preliminary report,
trajectories at a lower temperature gave a higher
propensity towards an ET process for reaction (3).7c A
similar trend was found in the present study for reaction
(2), which according to path-following calculations
belongs to a borderline case. For this system, all
trajectories that went to the product state at 298 K were
of the ET type. However, at 100 K all these trajectories
turned out to give the SN2 state rather than ET. Clearly,
the reaction mechanism changes with the amount of
kinetic energy injected in these borderline systems. In
contrast, reaction system (1) stayed SN2 at all temperature
examined, indicating that the mechanism of this reaction
is purely SN2.

'%"'-&(!%"(

The present ab initio direct MD simulations on the
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SN2/ET processes show that reactions (1)
[HC(CN)=O.� � CH3Cl] and (2) [HC(CN)=O.� �
(CH3)2CHCl] represent trajectories of SN2 and ET
processes, respectively, whereas the TS of reaction (3)
(H2C=O.� � CH3Cl) is connected to both SN2 and ET
product states dynamically. The duality occurs because
the fragmentation and vibrational energy allow for the
reaction to proceed through a route away from the
steepest descent path to overcome the ridge between
the ET and SN2 states. Such dynamic characteristics can
only be treated by MD simulations based on quantum
mechanical wavefunctions. The results are in accord with
the idea that the TS characteristics alone are not sufficient
to imprint the reaction mechanism, but that the thermal
energy plays an important role. The formation of two
different products does not necessarily imply the
presence of two independent pathways with different
TSs as is usually assumed in analyzing organic reaction
mechanisms. The occurrence of branching from a single
TS to several products introduces additional complexities
in mechanistic assignment for borderline reactions.21,22

�
�����	�*	�	���

The numerical calculations were carried out in part on the
SP2 at the Research Center for Computational Science,
Okazaki National Research Institute, Japan. This work
was supported by a Grant-in-Aid for Scientific Research
on Priority Areas ‘Molecular Physical Chemistry’ from
the Ministry of Education, Science, Sports and Culture,
Japan. The Pacific Northwest National Laboratory is a
multiprogram national laboratory operated for the US
Department of Energy by Battelle Memorial Institute
under Contract DE-AC06-76RLO 1830.

$.).$."'.(

1. Ingold CK. Structure and Mechanism in Organic Chemistry (2nd
edn). Cornell University Press: Ithaca, NY, 1969; Lowry HT,
Richardson KS. Mechanism and Theory in Organic Chemistry (3rd
edn). Harper & Row: New York, 1987.

2. Daasbjerg K, Christensen TB. Acta Chem. Scand. 1995; 49: 128–
132; Daasbjerg K, Pedersen SU, Lunt H. Acta Chem. Scand. 1991;
45: 424–430; Lunt H, Daasbjerg K, Lunt T, Pedersen SU. Acc.
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